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Description du sujet

Context

Modern web-scale applications store and manipulate a massive amount of data. To tolerate
failures and to lower user’s perceived latency, this data is replicated on different data-centers
distributed across the planet, often "cloud-hosted". The CAP theorem implies that to allow high
availability, these data is replicated "optimistically", i.e. any replica can be modified indepen-
dently. The challenge is then to merge concurrent modifications and to ensure consistency of
the replicas.

Objective

Your objective will be to combine two solutions for such an distributed data consistency
issue. On one hand, the Operational Transformations is a framework for managing replicated
data. It has been applied successfully in different application contexts, but it is particularly
well suited when the network overlay can provide a total order on communication. For instance,
Google uses it to empower Googles Docs, but requires a heavy infrastructure based on GPS and
atomic clocks to synchronizes communication.

On the other hand, the BitCoin protocol ensures such an ordered communication - the
blockchain - in a pure peer-to-peer context. Several propositions where made to use such a
protocol to build a more general distributed computing platform - aka BitCoin 2.0. But such
projects have to face several non-trivial problems such a deferred broadcasting or undo-redo
management, that are already solved by Operational Transformations.

Approach (techniques and tools to use)
Several open-sourced implementations exist for blockchain protocols and operation trans-
formations.

Schedule and sharing out of the work

The main task will be to build, deploy and evaluate a "naive" implementation of the solution
using a basic version of the blockchain protocol. Future improvements that could be proposed



by the students are related to the inefficiency of the standard blockchain protocol in such a
cloud computing context.

The schedule will be divided in a state of the art study (until end of may), and then a agile
development of the prototype until the end of the project.
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Lieu

Sessions de travail régulieres au laboratoire I3S (Sophia Antipolis)



